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uksVμlHkh iz'uksa ds mŸkj nhft,A
         Attempt all questions.

bdkbZ&I Unit-I
1. ANN ds lUnHkZ esa learning algorithm le>kb;sA  Effective implementation ds fy;s

learning laws dh D;k requirements gaS \       17
Explain learning algorithm with respect to ANN (Artificial Neural Network)
What are the requirements of learning laws for effective implementation ?

bdkbZ&II Unit-II
2. Activation dynamics model D;k gS] le>kb;sA bldh key properties dh O;k[;k dhft;sA

Explain what is activation dynamics model. Discuss its key properties.       17
bdkbZ&III Unit-III

3. Back propagation algorithm D;k gS \ bldh dk;Ziz.kkyh ,oa mi;ksxkssa dks nhft;sA       17
What is back propagation algorithm ? Give its functioning and applications.

bdkbZ&IV Unit-IV
4  Hopfield neural network D;k gS \ mi;qDr  block diagram dh lgk;rk ls blds structure

dks le>kb;sA Hopfield network ds updating function fyf[k;sA      17
What is Hopfield neural network ? Explain its structure with the help of suitable
block diagram. Write the updating function of Hopfield network.

bdkbZ&V Unit-V
5. Fuzz sub-set hood theorem dks state dhft;s ,oa le>kb;sA bl theorem dk D;k egRo

gS \ laf{kIr esa O;k[;k dhft,A       17
State and explain Fuzzy sub-set hood theorem. What is the significance of this
theorem ? Discuss briefly.
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